
Artificial intelligence (AI) has been around since at least the mid-1950s, but in the 
last few years (and even weeks) the technology has developed at a rapid rate. It 
seems like the entire world has its eyes on AI. What can it do, who can it help, who 
can it hurt, and about one million additional questions, concerns, and insights have 
folks in both the business and policy worlds activated. 

Enter our newest blog series: AI Will Always Need You – an AI-drafted, human-
supervised blog series that highlights the pros, cons, and everything in between 
about the world of artificial intelligence. We’ll be talking through how it can be 
applied across industries and shared responsibility to create ethical, helpful 
technology. Our first installment was a general intro to ChatGPT, but this time 
around we’re covering how this AI language model addresses copyright and IP as 
its generating responses. 

How do AI tools like ChatGPT and DALL·E credit others if using their work in a 
response to users? 

AI tools like ChatGPT and DALL·E don't directly access or retrieve specific works 
from authors, artists, databases, or other proprietary sources to generate their 
outputs. Instead, they generate responses or create images based on patterns and 
information in the data they were trained on. This data includes a mixture of licensed 
data, data created by human trainers, and publicly available data.

ChatGPT, for instance, doesn't "know" or store the specific documents or sources in 
its training data. It doesn't credit others in its responses because it doesn't pull directly 
from or attribute specific sources. Instead, it generates responses based on learned 
patterns and structures from its training data. The same principle applies to DALL·E 
when creating images.

While these AI models may occasionally generate text or images that resemble 
existing works, these are coincidences resulting from the vast amount of data they 
were trained on, not a result of the AI intentionally copying or referencing specific 
works.
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"Occasionally" is putting it lightly. If you consider one AI 
image generator, DALLE, there have been countless copyright 
and IP issues in the past year. These range from small artists' 
work to large corporations' trademarked logos and characters. 

https://actonline.org/2023/04/13/ai-will-always-need-you-an-introduction/


Given the current state of AI technology and copyright laws, the responsibility for 
ensuring that AI tools respect copyright and other intellectual property rights primarily 
falls on the AI developers and users. Developers must ensure that the AI is trained in 
a way that respects copyright laws, and users must use the AI tool in a manner that 
doesn't infringe on others' rights. This is a complex and evolving area of law and 
ethics, and ongoing discussions are taking place to further clarify these issues.

Are intellectual property laws considered when you generate responses?

As an AI language model, I don't have the ability to directly consider or be aware of 
intellectual property (IP) laws. However, the developers who designed and trained me 
took measures to respect IP laws. I was trained on a mixture of licensed data, data 
created by human trainers, and publicly available data, and I don't have the ability to 
access or retrieve documents, books, or other copyrighted databases directly.

When I generate responses, I don't "copy and paste" from my training data. Instead, I 
generate original responses based on patterns and information in the data I was 
trained on. While it's possible that the phrasing of my responses could occasionally 
resemble the phrasing used in my training data, this is not a result of direct copying or 
retrieving specific sources, and any resemblance to copyrighted work would be 
coincidental.

However, it's important to note that intellectual property laws in relation to AI-
generated content are complex and evolving, and there is ongoing discussion and 
debate about how these laws should be applied and interpreted in this context.

Are current copyright laws, in the U.S. or elsewhere, equipped to handle AI-
generated content? Should AI-created works be eligible for copyright protection?

As of my knowledge cutoff in September 2021, the legal landscape surrounding AI-
generated content and copyright is still quite unclear and evolving, both in the United 
States and globally. Traditional copyright laws were designed around the idea that a 
human author creates a work, and this human authorship is challenged by the 
concept of AI-generated content.

In the U.S., the Copyright Office's Compendium of U.S. Copyright Office Practices 
states that, "In order to be entitled to copyright registration, a work must be the 
product of human authorship." This has generally been interpreted to mean that AI-
generated works are not eligible for copyright protection.

In Europe, the situation is somewhat similar. The European Union's Copyright 
Directive generally requires human authorship for copyright protection, although some 
nations within the EU may interpret this requirement differently.

However, it's important to remember that copyright law varies significantly from 
country to country, and some countries may have different rules or interpretations.

It's imperative that as we develop AI technologies, we
incorporate citation mechanisms. This way, users can readily
understand the sources of the AI's outputs, whether they be

responses, images, or papers.



These are complex issues, and there are valid arguments on both sides. Some 
people argue that AI-generated works should be eligible for copyright protection, as 
this could encourage innovation and investment in AI technologies. Others worry that 
giving copyright protection to AI-generated works could stifle creativity and restrict 
access to AI technologies.

The intersection of AI and copyright is an active area of legal scholarship and policy 
debate, and it's likely that we will see significant developments in this area in the 
coming years. This is a high-level overview and should not be considered legal 
advice. For the most current and relevant information, please consult with a legal 
expert or refer to the latest legal resources.

As AI continues to evolve and produce more complex works, how should 
intellectual property laws change?

As AI continues to evolve and produce more complex works, intellectual property (IP) 
laws will need to adapt to address the unique challenges and opportunities that AI 
presents. While the specifics of these changes will depend on the jurisdiction and the 
individual laws, here are some general ideas on how IP laws could change to 
accommodate AI-generated works:

1. Recognize non-human authorship: IP laws could be amended to recognize non-
human authorship explicitly, allowing AI-generated works to be eligible for copyright
protection. This could entail creating a new category of copyright for AI-generated
works or expanding the existing definitions of authorship to include AI systems.

2. Define AI's legal status: IP laws could establish the legal status of AI systems,
whether as a separate legal entity, an extension of its developer, or as a tool used by
a human user. Defining the legal status of AI will help clarify responsibilities and
liabilities in cases where IP rights are infringed upon.

3. Adjust ownership and licensing rules: IP laws could be updated to clarify who
owns the rights to AI-generated works. Possible options include attributing ownership
to the AI's developer, the user, or even the AI system itself. Additionally, licensing rules 
could be updated to address how AI-generated works can be shared, modified, and
distributed.

4. Encourage transparency and attribution: IP laws could require AI-generated
works to be clearly identified and attributed to the AI system responsible for creating

Ahead of a Senate hearing to consider new oversight AI,
some say policy must start with the core value of creative
consent. Read more about creative consent in Billboard's

recent Guest Column here. 

While earlier, the engine noted that it can’t be aware of or 
directly consider intellectual property law, it is interesting 
that it is able to conceptualize how law could be updated to 

include AI.



them. This would help prevent confusion about the origin of the works and provide a 
level of accountability for potential infringements.

5. Balance innovation and protection: IP laws should strike a balance between
protecting the rights of human creators and fostering innovation in AI-generated
content. Overly restrictive laws could stifle technological advancement, while overly
permissive laws could harm the incentives for human creators to produce original
works.

6. Address international challenges: Since AI technologies often operate across
borders, it's crucial to develop international agreements and treaties that standardize
IP laws related to AI-generated works. This would help ensure consistent enforcement 
and avoid legal conflicts between jurisdictions.

These are just a few ideas on how IP laws might change as AI technologies continue 
to evolve. The exact changes will depend on legal and policy debates, as well as on 
the specific advancements in AI technologies.

In the meantime, who should be responsible in cases where an AI language model 
infringes upon existing copyrighted content/IP? 

As of my last update in September 2021, there isn't a clear, universally accepted 
answer to this question. The issue of who should be held responsible when an AI 
infringes upon existing copyrighted content or intellectual property (IP) is part of an 
ongoing legal and ethical debate. 

Here are a few perspectives:

1. **AI developers**: Some argue that the developers of an AI system should be held 
responsible for any infringement, as they are the ones who designed and
implemented the AI's capabilities. This would be similar to how manufacturers are
often held responsible for defects in their products.

2. **AI users**: Others argue that the users of an AI system should be held
responsible, as they are the ones who choose how to use the AI and what inputs to
provide. This would be similar to how a person who uses a tool inappropriately can be
held responsible for the consequences.

3. **AI itself**: There's also a more speculative argument that the AI itself could be
held responsible. This would require a significant shift in our legal and ethical
frameworks, as it would involve recognizing AI systems as legal entities capable of
bearing responsibilities. As of 2021, this idea is more theoretical than practical, but it's
an area of active discussion.

4. **Shared responsibility**: Some propose a shared responsibility model, where
both the developers and users of an AI system share responsibility for any

ChatGPT answered this question at the end of its first
response but its answer only outlined the developers and

users, not the AI itself or a shared sense of
responsibility. 



infringement. This could take different forms depending on the specifics of the 
situation.

It's also worth noting that the responsibility might depend on the specifics of the 
situation, such as whether the infringement was intentional or accidental, whether 
reasonable steps were taken to prevent the infringement, and so on.

Given the complexity of this issue and the ongoing legal and policy debates, it would 
be wise to consult with a legal expert for the most current and relevant information.




